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a b s t r a c t

Objective: There is a surging public interest in The Netherlands concerning sleep, sleep disorders and
associated health. For a proper perspective, it is necessary to have reliable information on the prevalence
of sleep characteristics at the national level. This study set out to assess prevalence rates and key
characteristics of sleep and sleep disorders in The Netherlands.
Methods: In 2012, a nationally representative sample of 2089 individuals, aged 18e70 years, responded
to a set of 48 questions, including the Holland Sleep Disorders Questionnaire, a validated questionnaire
based on the International Classification of Sleep Disorders.
Results: Prevalence rates were: 32.1% for a general sleep disturbance (GSD), 43.2% for insufficient sleep,
8.2 for insomnia, 5.3% for circadian rhythm sleep disorder, 6.1% for parasomnia, 5.9% for hypersomno-
lence, 12.5% for restless legs disorder and limb movements during sleep, 7.1% for sleep related breathing
disorder, and 12.2% for the presence of comorbidity, ie, the presence of two or more concurrent sleep
disorders. In addition, sleep onset time as well as sleep duration showed U-shaped relationships with
GSD prevalence rates, with respectively the 22:00e24:00 period and seven to 8 h as optimal associates.
Conclusions: Sleep disorders and insufficient sleep have a high prevalence. As matter of concern, female
adolescents reached the highest prevalence rates for most sleep disorders, insufficient sleep and daytime
malfunctioning.

© 2016 Elsevier B.V. All rights reserved.
1. Introduction

The annual number of papers on the epidemiology of sleep is
rising rapidly [1,2]. This upsurge in scientific interest is flanked by a
gradual increase in public receptivity to knowledge about the po-
tential impact of insufficient and disturbed sleep on human error,
health and disease [3e5]. These developments stress the need for
valid and reliable data on the prevalence of sleep disorders, as well
as answers to questions about the nature of the associations be-
tween epidemiological data and public health.

Figures on the prevalence of sleep disorders in The Netherlands
are scarce and of limited validity. The most recent results were
derived from health interviews with nearly 20,000 patients (aged
12 years and over) from general practices [6]. For positive responses
to the single question: ‘During the last two weeks, did you have
tergracht 129-B, 1018 WT,

gge, The Netherlands.
complaints about insomnia or any other sleep disturbance?,’ an
overall prevalence rate of 27.3% (males 21.2% vs females 33.2%) was
reported. Spoormaker and van den Bout [7] administered the
validated SLEEP-50 sleep disorders questionnaire to 402 adults that
were selected quasi-randomly from the 12 provinces of the
Netherlands. Overall, 23.5% of the respondents were diagnosed
with at least one sleep disorder (no information on gender differ-
ences). Other reports have (also) been limited by biased population
samples and/or non-validated questions or questionnaires [8e10].

The present study intended to assess the prevalence of sleep
disorders in a representative population sample of the Dutch
population, using a validated sleep disorders questionnaire, based
on the International Classification of Sleep Disorders (ICSD-2; [11]).
In addition, information was collected about the habitual timing
and duration of sleep. This information was deemed clinically
relevant as 1. Sleep timing acts (mainly through the associated
exposure to light) as a powerful synchronizer for the circadian
system [12,13], impacting structure and quality of sleep [14,15], and
2. Both short and long sleep may hint at an increased risk of day-
time sleepiness, fatigue, and/or ill health [4].
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2. Methods

2.1. Sample

The database of the present study consists of 2089 individuals,
sampled from an ISO 26362-certified online research panel (www.
motivaction.nl/en/specialties/stempuntnu) of over 80,000 citizens
of The Netherlands (total population in 2012: 16,730,000). An
internet panel is unlikely to give an accurate representation of the
total population, however, as specific groups are liable to be either
under- or overrepresented. Therefore, a widely-accepted remedy,
ie, the propensity weighting technique [16] was applied to the
present database, thereby correcting for standard demographic,
socio-economic and/or cultural characteristics, characteristics of
non-internet users, and also for non-responders. Propensity
weighting scores were derived from the ‘Golden Standard’ defined
by Statistics Netherlands (CBS). As a result, a nationally represen-
tative sample of 2089 individuals aged 18e70 years was obtained
(as a consequence of the applied weighting procedure, analyses
may slightly differ in the number of subjects included). In
November 2012, data were collected in response to 48 questions
coming from three self-report questionnaires (see assessment).
2.2. Assessment

Participants completed the following three sets of questions.

1. A set of seven questions about demographic (age and gender),
socio-economic (education, work, income), and psychosocial
(partnership and children) characteristics.

2. The Holland Sleep Disorders Questionnaire (HSDQ; [17]) is a
clinically validated questionnaire that is composed of ICSD-based
clusters of sleep complaints/symptom descriptions that are spe-
cific to six main sleep disorders, and allows the clinician to
determine whether the respondent meets the diagnostic crite-
rion/criteria for one or more of these sleep disorders. This diag-
nostic approach implies that subthreshold or ICSD-unspecified
combinations of symptoms may pass unnoted, although they can
be associated with significant distress and dysfunction. The
chance of slipping through the ICSD-net of sleep disorder di-
agnoses is enhanced by the high prevalence of comorbidities, as
also evidenced by the results of the present study (cf. Section
3.4.7). Inspired by the recent literature on transdiagnostic pro-
cesses (eg, [18,19]), an attempt was made to capture not only the
six distinct sleep disorders, but also the cross-cutting, comorbid
aspects of disturbed sleep by calculating a General Sleep Distur-
bance (GSD) index, ie, the overall mean value of the 32 rating re-
sponses on the HSDQ. Thus, the GSD-index may be considered a
global, ‘transdiagnostic’ index of disordered sleep2. The clinical
relevance of the GSD-index is evidenced by its more than satis-
factory discriminative validity, ie, its power to distinguish clini-
cally diagnosed patients from individuals without sleep
complaints [17].TheHSDQ itemsare listed inTable1, togetherwith
their factor loadings (strength of association) on the particular
sleep disorder. Diagnostic accuracy [P(A) ¼ 0.95], internal con-
sistency (Cronbach's a ¼ 0.90) and overall accuracy (88%) are
2 Consistent with this view, a suprathreshold GSD score does not necessarily go
together with suprathreshold score (-s) for one or more specific sleep disorders.
That is, a general sleep disturbance can have clinical significance in the absence of a
distinct sleep disorder. For the present study, this applies to 9.6% of the population
sample, whereas 22.5% obtained suprathreshold scores for both the GSD-index and
one or more specific sleep disorders.
satisfactory. In responding to the 32 items (rated on a five-point
scale ranging from ‘not at all applicable’ to ‘applicable’), subjects
were asked to consider the past threemonths. Thus, scoring of the
HSDQyields 1) amean score (GSD) that can be evaluated against a
clinically validated criterion value (Cronbach's a for this
study¼ 0.94), and 2) factor scores for six subscales, corresponding
with: Insomnia (a ¼ 0.92), Parasomnia (a ¼ 0.85), Circadian
Rhythm Sleep Disorder (CRSD; a ¼ 0.84), Hypersomnolence
(a ¼ 0.78), Restless Legs Syndrome-/Limb Movements during
Sleep (RLS/LMS; a ¼ 0.81), and Sleep-related Breathing Disorder
(SBD; a ¼ 0.62). Comorbidity was scored if a participant met the
criteria for two or more specific sleep disorders.Considering their
special relevance for an assessment of daytime functioning, the
following two HSDQ items were also analyzed as separate vari-
ables: ‘During the day, I suffer from fatigue,’ referred to Daytime
fatigue, and ‘Because of insufficient sleep, I don't function as well
during the day,’ referred to Daytime dysfunction (both items load
on the Insomnia factor score of the HSDQ).

3. The third set consisted of nine additional sleep-related variables,
as specified in Table 2. The scores for the two morning-
nesseeveningness variables were combined into one five-point
scale. In addition, the variable ‘sleep deficit’ was calculated by
subtracting individual values of habitual sleep duration from in-
dividual values of subjective sleep need. The presence of ‘insuf-
ficient sleep’was defined as a sleep deficit of 1 h or more [20].For
the analyses of sleep onset times, shift workers (defined as
working in rotating shifts or permanent shifts outside the tradi-
tional day shift from 9:00 a.m. to 5:00 p.m.) [21], were filtered out
of the database, leaving 1779 (85.2%) cases.
2.3. Analyses

Continuous variables were analyzed by using analyses of vari-
ance (ANOVA) or analyses of covariance (ANCOVA) with covariates
as mentioned in the Results section, followed by post-hoc Bonfer-
roni-adjusted comparisons if a statistically significant main effect
was present. In case of ANCOVAs, uncorrected means and standard
deviations (M ± SD) are displayed in the figures and tables. Cate-
gorical variables were analyzed by using c2 tests, followed by
Bonferroni-adjusted pairwise z-tests. Where appropriate, point
prevalence ratios (PR) and their 95% confidence intervals (95%CI)
are presented. Multiple regression analyses were applied to gain
insight into the relation between criterion variables (eg, sleep onset
times and sleep duration), and predictor variables (age, gender,
chronotype, sleep need, partnership, children at home, work, and
education level). Binary logistic regression analyses were applied to
determine whether this set of predictor variables (plus sleep
duration and weekday sleep onset) contributed to the risk of a
general sleep disturbance and six specific sleep disorders, and to
compare the size of the statistically significant risk factors.

SPSS 23 for Windows was used for all statistical analyses.

3. Results & discussion

3.1. Sleep timing

Under natural conditions, the circadian system optimizes the
timing of sleep to perform its restorative and adaptive functions
[22,23]. However, humans in particular do not always align their
time domain with the earth's rotation. Imposed (eg, shiftwork) and
self-chosen (eg, weekend vs weekdays) sleep shifts cause frequent
circadian mismatches, which deteriorate sleep quality and increase
the risk of a wide variety of health problems [3,24]. Thus,
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Table 1
HSDQ items (and their factor loadings) for the 6 specific sleep disorders.

Specific sleep disorders and their relevant HSDQ-items

Insomnia
The quality of my sleep is poor and I don't feel well rested in the morning (0.83)
Because of insufficient sleep, I don't function as well during the day (0.83)
Especially after a bad night, I suffer from one or more of the following consequences: fatigue, sleepiness, bad mood, poor concentration, memory problems, and lack of

energy (0.81)
During the day, I suffer from fatigue (0.80)
Despite having plenty of opportunity to sleep in, I don't get enough sleep (0.75)
I worry about the consequences of my poor sleep (e.g. for my health) (0.71)
I have difficulty falling asleep at night (0.58)
At night, I lie awake for a long time (0.45)
Circadian rhythm sleep disorder
I have difficulty falling asleep at night (0.79)
I sleep poorly because I don't manage to fall asleep at a normal hour and wake up at a normal hour in the morning (0.78)
The time at which I fall asleep varies strongly from day to day (0.67)
At night, I lie awake for a long time (0.66)
I don't fall asleep until the morning and have great difficulty waking up early. I sleep in on weekends (0.62)
When I have to stay awake during the night, my daytime sleep is poor (0.36)
Parasomnia
Quite often I partially wake up and find myself thrashing my arms. I usually don't recall this later on (0.71)
I suffer from nightmares or bad dreams (0.71)
I regularly have vivid dreams in which I am being attacked and try to defend myself with uncontrolled movements (0.70)
I wake up in the middle of the night, screaming and/or heavily perspiring and feeling anxious (0.66)
I suffer from sleepwalking (0.64)
I have injured myself during sleep and had no recollection of the event afterward (0.57)
Hypersomnolence/excessive daytime sleepiness
I fall asleep repeatedly throughout the day (0.82)
During the day, I suffer from sleep attacks that are so severe that I cannot suppress them (0.79)
During the day, I fall asleep involuntarily, especially in monotonous situations (e.g. during a boring TV show) (0.78)
I usually sleep more than 10 h at night, have difficulty waking up in the morning, and nap during the day (0.53)
After a daytime nap I don't feel refreshed (0.41)
Restless legs syndrome & leg movements during sleep
When I am sitting still, especially in the evenings, I feel an urge to move my legs (0.79)
When I experience ‘restless legs,’ I can suppress these sensations by walking or stretching my legs (0.74)
When I lie down in bed, I experience unpleasant, itchy, or burning sensations in my legs (0.72)
While asleep I suffer from kicking leg movements that I just cannot suppress (0.65)
I move my arms or legs during sleep (0.64)
Sleep related breathing disorders
I stop breathing during sleep (0.82)
I snore loudly while I am asleep (0.77)
At night I wake up with a start feeling like I am choking (0.60)
I wake up with a dry mouth in the morning (0.53)

Table 2
Additional sleep-related variables (cf. Section 2.2).

Habitual sleep onset weekdays
If you work at fixed times during weekdays or are unemployed, at what time do you usually fall asleep on weekdays?
Before 22:00/Between 22:00 and 23:00/Between 23:00 and 24:00/Between 24:00 and 01:00/After 01:00
Habitual sleep onset weekend
At what time do you usually fall asleep in the weekends?
Before 22:00/between 22:00 and 23:00/between 23:00 and 24:00/between 24:00 and 01:00/after 01:00
Habitual sleep duration
How many hours do you usually sleep at night?
Less than 5 h/5 h/6 h/7 h/8 h/More than 8 h
Subjective sleep need
How many hours of sleep do you need on average?
Less than 5 h/5 h/6 h/7 h/8 h/More than 8 h
Sleep quality
I am a very poor/poor/average/good/very good sleeper.
Use of hypnotics
Do you use prescribed medication in order to promote your sleep?
Yes, daily/yes, frequently/yes, now and then/no
Frequency of napping
At how many days do you usually nap?
None/1e2/3e4/5e6/daily
Morningness
Since early age I have a morningness preference. On days off I wake up at the same time as on workdays.
Not at all applicable/usually not applicable/applicable at times/usually applicable/applicable
Eveningness
Since early age I have an eveningness preference. On days off I prefer to oversleep as long as possible.
Not at all applicable/usually not applicable/applicable at times/usually applicable/applicable
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information about (deviant) sleep timing is a key factor in evalu-
ating sleep quality. The present study selected sleep onset time as
parameter of sleep timing, considering that most day workers most
likely vary their sleep timing by delaying or advancing their
bedtime, while– due to 9:00 a.m.e5:00 p.m. work commitments–
maintaining a set wake time.

For the total population sample minus the shift workers
(N ¼ 1779; cf. Section 2.2), the frequency distributions of sleep
onset times for weekdays as well as weekend days were skewed
left, failed to meet the criterion of normality (Kolmogorov
D ¼ 0.201 and 0.191 respectively, both p < 0.001), and had median
values of 23:00 and 24:00 and mean values of 23:02 (95%CI:
22:59e23:05) and 23:30 (95%CI: 23:27e23:33), respectively. Thus,
the weekend shift (ie, the mean delay of sleep onset on weekend
days vs weekdays), also referred to as ‘social jet lag’ [25], was
28 min (SD: 42 min).
3.1.1. Predictors
On weekdays in particular, sleep onset time is a likely outcome

of a trade-off between individual biological predispositions
(gender, chronotype, sleep need, etc.) and social conditions/re-
strictions (work schedule, family, leisure, education, etc.) [26]. In
the present study, this was verified by applying multiple regression
analysis, with “weekday sleep onset” as criterion variable and
“age,” “gender,” “chronotype,” “sleep need,” “partnership,” “chil-
dren at home,” “day-work vs non-work,” and “education level” as
predictor variables. Sleep onset times appeared significantly asso-
ciated with nearly all eight predictor variables, with the exception
of partnership (F (8,1770) ¼ 66.84, p < 0.001; adjusted R2 ¼ 0.23).
Ranked by decreasing value of their standardized regression co-
efficients b (cf. Table 3), later weekday sleep onset times appeared
associated with propensity towards eveningness, non-work vs day-
work, lower sleep need, advancing age, higher education level,
absence of children at home, and male gender.
Table 3
Statistically significant (p < 0.05) associations between predictor variables (columns) a
confidence intervals.

Age Gender M/E-ness Sleep
need

Partner Chil

A

Regression coefficients
Sleep onset

weekday
0.15 �0.08 0.33 �0.18 �0.1

Sleep onset
weekend

�0.08 0.38 �0.19 �0.1

Sleep
duration

�0.11 0.04 0.42

B

Odds ratio's
GSD 0.98

(0.97e0.99)
1.09
(1.04e1.14)

0.79
(0.62e1.0)

Insomnia

CRSD 1.11
(1.00e1.23)

Parasomnia 0.95
(0.94e0.97)

1.56
(1.0

Hyper-
somnolence

0.97
(0.96e0.99)

0.63
(0.41e0.96)

RLS-LMS

SBD 0.46
(0.32e0.67)

Comorbidity 0.98
(0.97e0.99)

1.08
(1.01e1.16)
Multiple regression analysis for weekend days showed very
similar, although somewhat reordered results (F (8,1770) ¼ 59.72,
p < 0.001; adjusted R2 ¼ 0.21), with later sleep timing associated
with eveningness propensity as the strongest predictor, followed by
lower sleep need, no children at home, non-work vs day-work,
male gender, higher education, and no significant contributions
by the predictors age and partnership (cf. Table 3). Comparing the
b-weights for weekend vs weekday sleep timing, the most striking
differences clarified that weekend sleep timing had a weaker as-
sociation with work condition, and no significant association with
age.

3.1.2. Age and gender
Controlling for chronotype score (cf. Section 3.1.3), the depen-

dence of sleep onset time on age and gender was specified by
ANCOVA's for the weekday and the weekend sleep onsets,
respectively. The chronotype-corrected results showed significant
overall impacts of age (F (4,2033) ¼ 30.66, p < 0.001 and F
(4,2033) ¼ 8.11, p < 0.001, respectively) and gender (F
(1,2033) ¼ 25.22, p < 0.001 and F (1,2033) ¼ 36.74, p < 0.001,
respectively), and a significant age � gender interaction (F
(4,2033) ¼ 2.62, p < 0.05 and F (4,2033) ¼ 3.13, p < 0.05, respec-
tively). The (tilted) U-shaped trends in Fig. 1 demonstrate overall
later onset times for males vs females, relatively late sleep onsets
for both male and female adolescents and seniors, and relatively
advanced sleep times for individuals in their thirties and forties.
Note that the overall age-related range for females is about twice as
large compared to that for men (0.52 vs 0.27 h), and that with
advancing age, the gender difference diminishes and ultimately
dissolves.

Aging also correlated with the magnitude of the weekend shift,
as it decreased monotonically with advancing age, from 40.3 min
for the youngest to 16.4 min for the oldest age category (F
(4,2034) ¼ 30.82, p < 0.001). Weekend shift size did not differ
between sexes.
nd criterion variables (rows). A: regression coefficients b; B: Odds ratio's with 95%

d Work Education Sleep onset Insufficient sleep

0 �0.23 0.12 e e

2 �0.11 0.07 e e

�0.05 e e

0.44
(0.34e0.57)

0.91 (0.86e0.96) 3.45 (2.77e4.29)

0.39
(0.26e0.59)

1.46 (1.21e1.76) 6.86 (4.44e10.59)

2.16
(0.91e4.10)

1.94 (1.50e2.49) 6.14 (3.50e10.77)

1e2.41)
0.37
(0.23e0.59)

1.59 (1.05e2.39)

0.31
(0.19e0.50)

0.78 (0.63e0.97)

0.63
(0.45e0.88)

0.83 (0.77e0.89) 1.17 (1.00e1.36) 2.97 (2.19e4.03)

0.60
(0.39e0.91)

0.87 (0.79e0.95) 2.01 (1.39e2.91)

0.51
(0.36e0.72)

0.88 (0.81e0.94) 3.06 (2.24e4.19)
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Fig. 1. Motivated by the great similarity of the quadratic trends for weekdays and
weekend days (cf. Section 3.1.2) and the strong correlation of their sleep onset times
(Pearson: 0.75, N ¼ 1779, p < 0.001), weighted means (i.e. [(5 � weekday onset
time) þ (2 � weekend onset time)]/7) and standard errors were calculated and used to
illustrate age- and gender-related trends.
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3.1.3. Chronotype
A well-documented endogenous source of inter-individual

variation in sleep timing is known as chronotype, originally dub-
bed morningness/eveningness [27,28]. Based on the five
morningness-eveningness categories used in the present study,
individuals with a score of ‘1’ were referred to as morning-persons
(6.9% of the total population sample, 95%CI: 5.9e8.1) and in-
dividuals with a score of ‘5’ as evening-persons (10.3% of the total
population sample, 95%CI: 9.1e11.7). These extreme subgroups did
not differ in their proportions of females and males, but differed
significantly with respect to their age (F (1,412) ¼ 65.16, p < 0.001),
ie, the subgroup of morning-persons appeared older (M ± SD:
53.8 ± 11.3 y) than the subgroup of evening-persons (M ± SD:
43.0 ± 14.9 y). This group difference most likely resulted from the
overall shift from relative eveningness propensity during adoles-
cence towards relative morningness propensity during senescence,
observed before [29]. For the present population sample, this
finding was replicated by the negative correlation between eve-
ningness score and age (Pearson: �0.21, N ¼ 2089, p < 0.001).

Sleep onset times were analyzed in relation to chronotype-
scores by applying ANCOVA's with chronotype as main factor and
age as covariate (see above). For weekdays as well as weekend days,
chronotype had a significant, age-corrected effect, as disclosed by
linear and quadratic trends (F (4,2038) ¼ 64.29, p < 0.001 and F
(4,2038) ¼ 82.92, p < 0.001, respectively). The earliest sleep onsets
were reported by the morning-persons (M ± SD for weekdays
22:49 ± 1:03; for weekend days 23:01 ± 0:59; a weekend shift of
12 min) and the latest sleep onsets were reported by the evening-
persons (M ± SD for weekdays 23:50 ± 1:04; for weekend days
24:18 ± 0:50; a weekend shift of 28 min), about 1 h later than
morning-persons. Also, as apparent from these mean values for
weekend vs weekday sleep onsets and evidenced by ANCOVA with
chronotype as main factor and age as covariate (F (4,2038) ¼ 4.04,
p < 0.01), weekend shift size increased systematically from extreme
morningness (M ± SD: 0.21 ± 0.54 h) towards extreme eveningness
propensity (M ± SD: 0.54 ± 0.71 h).

3.1.4. Conclusion
Overall, sleep onset times were later for males vs females, a

difference that tended to decrease with advancing age. For both
genders, starting in middle age, sleep onset times systematically
delayed with advancing age, a trend that appeared independent of
(and opposite to) the trend from eveningness propensity in
adolescence towards morningness propensity in senescence. In
addition, sleep onset time proved a weighted resultant of a selec-
tion of (chrono-) biological and psychosocial factors, among which
eveningness propensity and a condition of not working turned out
to be the strongest predictors. Eveningness accounted for the
largest amount of variance in sleep onset time, in particular during
weekends. The impact of eveningness on weekend sleep also
manifested itself in the size of the weekend shift for extreme eve-
ning persons, ie. more than twice the size for extreme morning
persons. Therefore, recognizing that the timing of weekday sleep is
less strongly influenced by eveningness propensity than the timing
of weekend sleep (cf. Table 3), and that the reverse applied for work
condition (viz more impact on weekdays), these results suggest
that, on weekdays, evening persons are forced to dissociate from
their preferred sleep timing, more so than morning-persons. Of
note, this applies a fortiori for the adolescents/young adults,
considering their maximal eveningness propensity.

3.2. Sleep duration

A growing number of studies converge on the observation that
both short and long sleep are associated with increased risk of all-
cause mortality and morbidity, including obesity, diabetes and
cardiovascular disease [30]. In particular short sleep (preferably
assessed as ‘insufficient sleep,’ recognizing the existence of natu-
rally short sleepers; see below) may serve as a proxy for sleep
disturbance, as individuals who report short/insufficient sleep are
also more likely to report difficulty initiating sleep, difficulty
maintaining sleep, early morning awakenings, and non-restorative
sleep [31]. However, subjective reports of sleep duration should be
interpreted cautiously, recognizing observations of only moderate
correlations with objective sleep duration measures [32], and
findings of systematic overestimation by self-reported good
sleepers versus underestimation by insomniacs [33e35].

For the population sample under study, the frequency distri-
bution of the sleep duration reports was skewed left, deviated from
a normal distribution (KolmogoroveSmirnov statistic ¼ 0.206,
df ¼ 2029, p < 0.001), and had a median value of 7 h and a
mean ± SD of 6.97 ± 1.14 h. Overall, 67.8% (95%CI: 65.8e69.8) of the
sample reported a sleep duration of 7 h or less, and 30.4% (95%CI:
28.4e32.4) reported only 6 h or less (commonly defined as short
sleep [36]).

An average sleep duration of 7 h as well as a prevalence of short
sleep of about 30% are consistent with most epidemiological
studies of self-reported habitual sleep duration [37e40]. However,
Knutson and coworkers [41] combined 24-h time diary data from
eight different population samples, applied corrections for socio-
demographic factors, and concluded that the prevalence of short
sleep (less than 6 h) in 2006 had not changed significantly
compared to the prevalence rate of 15%, measured 31 years earlier
(although it had increased significantly among full-time workers
only). In addition to socio-demographic factors, methodological
differences (diary measurements vs subjective reports) might have
led to this deviating estimate of the prevalence of short sleep.

3.2.1. Predictors
Unfortunately, the current data set did not allow separate

regression analyses for weekend vs weekday sleep duration.
Overall, sleep duration appeared most strongly associated with
sleep need. Age, work and gender were the only other significant
predictor variables (cf. Table 3) (F (8,2020) ¼ 70.29, p < 0.001;
adjusted R2 ¼ 0.22).

3.2.2. Age and gender
The impact of age and gender on sleep durationwas specified by

ANCOVA's, controlling for the significant predictor variables ‘sleep
need’ and ‘work’. The corrected results showed a significant effect
of age (F (4,2020) ¼ 10.94, p < 0.001), a borderline effect of gender
(F (1,2020) ¼ 3.69, p ¼ 0.05), and a significant age � gender
interaction (F (4,2020) ¼ 9.74, p < 0.001). As shown in Fig. 2, mean
sleep duration peaked in adolescence, for both females (7.79 h, 95%
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disturbance for males and females vs age categories.
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CI: 7.63e7.95) and males (7.26 h, 95%CI: 7.00e7.52), and linearly
decreased across successive age categories (with the male seniors
as ‘outliers’) (F (4,2307) ¼ 23.48, p < 0.001). Overall, females re-
ported 0.33 hmore sleep thanmales (F (1,2307)¼ 61.22, p < 0.001).
The age-related decrease as well as the higher females-related
values of sleep duration are consistent with previous studies [42].

3.2.3. Sleep need
Consistent with their longer sleep, females reported a higher

sleep need than males (cf. Fig. 2), with a mean gender difference of
0.53 h, as verified by ANCOVA with gender and age as main effects
and sleep duration as covariate (F (1,2021) ¼ 56.92, p < 0.001).
Moreover, sleep need diminished significantly across age categories
(F (4,2021) ¼ 12.26, p < 0.001), although for the first three age
categories females showed stable values, that only began to decline
after the 35e44 age category. The overall correlation between sleep
need and sleep duration was statistically significant and did not
differ between males and females (Pearson: 0.45, N ¼ 2029,
p < 0.001). The frequency distribution of sleep need was skewed
left, deviated from a normal distribution (Kolmogorov-Smirnov
statistic ¼ 0.273, df ¼ 2089, p < 0.001), and had a median value of
8 h and a mean ± SD value of 7.51 ± 0.92 h, ie, almost 1 h more than
the mean sleep duration.

3.2.4. Insufficient sleep
The grand mean (±SD) value of sleep deficit (sleep need minus

sleep duration; cf. Section 2.2) was 0.52 ± 1.10 h, with a significant
variation across age (F (4,2022) ¼ 8.19, p < 0.001) and a significant
age � gender interaction (F (4,2022) ¼ 7.16, p < 0.001). Fig. 2
clarifies that sleep deficit was prominent in the three middle age
categories and much less in the youngest and (only for males)
oldest groups. Overall, sleep deficit correlated negatively with sleep
duration (Pearson: �0.66, N ¼ 2029, p < 0.001).

The overall prevalence of insufficient sleep (sleep deficit � 1 h;
cf. Section 2.2) was 43.2% (95%CI: 41.1e45.3), and higher for females
(45.9%, 95%CI: 42.9e48.8) than for males (40.2%, 95%CI: 37.2e43.3)
(z-test with Bonferroni correction p < 0.05). For both genders, the
prevalence of insufficient sleep was maximal during midlife (ie,
35e45 years). The overall prevalence rate is approximately twice
that reported by Hublin and co-authors [20] and Ursin and co-
authors [43], who reported prevalence rates of respectively 20.4%
and 20%. Both studies, however, analyzed data that were collected
considerably earlier than the data of the present study (end 2012),
viz 1981/1990 and 1997e1999. Considering reports of a growing
(doubling) prevalence of sleep deficiency [40,44], this trend might
account for (part of) the difference in prevalence estimates.

Insufficient sleepers (ie, those who met this definition) vs ‘suf-
ficient’ sleepers judged themselves as worse sleepers (F
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Fig. 2. Means (with standard errors) of sleep duration and sleep need, calculated separately
designated as sleep deficit.
(1,2381) ¼ 293.28, p < 0.001), obtained higher eveningness scores
(F (1,2381) ¼ 7.02, p < 0.01), reported more frequent napping (F
(1,2381)¼ 8.09, p < 0.01), and needed the weekend's sleep-in more
frequently (F (1,2381) ¼ 286.47, p < 0.001). In addition, insufficient
sleepers reported significantly higher levels of fatigue (F
(1,2381) ¼ 393.61, p < 0.001) and worse daytime functioning (F
(1,2381) ¼ 360.45, p < 0.001) as compared with sufficient sleepers.

3.2.5. Conclusion
Sleep duration appeared to be associated mainly with sleep

need, with modest roles for the predictors age, work and gender.
Both sleep duration and sleep need reached higher levels for fe-
males than for males, and tended to decrease with advancing age.
Most importantly, the prevalence rate of insufficient sleep (43.2%)
was high, higher for females than for males, reached maximal
values during midlife and was associated with daytime fatigue and
malfunctioning.

3.3. General sleep disturbance

The point prevalence of a general sleep disturbance (cf. Section
2.2) was estimated at 32.1% (95%CI: 30.2e34.2). Fig. 3 and Table 4
present prevalence rates broken down by gender and age cate-
gory. A logistic regression analysis was applied to determine
whether the previously introduced predictor variables (plus
weekday sleep onset, and insufficient sleep in place of sleep need)
contributed to the risk of a general sleep disturbance. Significant
odds ratio's (OR; cf. Table 3) testified that higher odds of a general
sleep disturbance were associated with higher levels of insufficient
sleep and eveningness propensity, whereas lower odds were
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for males and females as a function of age category. Sleep need minus sleep duration is



Table 4
Prevalence rates (PR) and 95% confidence intervals (95%CI) for the specified sleep disorders. In addition, PR's were calculated separately for males (M) and females (F), and the 5
age categories (18e24, 25e34, 35e44, 45e54, 55e70 years). All figures in percentages.

Sleep disorders PR 95%CI M/F Age categories 18e24 / 55e70

General sleep disturbance 32.1 30.2e34.2 M 29.2 31.3 e 33.1 e 32.6 e 31.8 e 21.6
F 34.8 52.7 e 27.3 e 32.5 e 30.6 e 35.3

Insufficient sleep 43.2 41.1e45.3 M 40.2 39.3 e 38.5 e 48.3 e 50.7 e 27.4
F 45.9 30.9 e 48.0 e 53.3 e 47.4 e 45.1

Insomnia 8.2 7.0e9.4 M 6.8 3.6 e 6.5 e 8.9 e 8.5 e 4.8
F 9.5 10.9 e 6.4 e 13.3 e 7.3 e 9.4

CRSD 5.3 4.4e6.3 M 4.7 0.0 e 4.1 e 9.8 e 5.2 e 2.1
F 5.7 8.5 e 4.9 e 5.0 e 4.8 e 6.3

Parasomnia 6.1 5.2e7.2 M 6.4 7.1 e 9.4 e 10.6 e 5.7 e 1.7
F 5.9 14.5 e 5.4 e 5.8 e 3.0 e 3.5

Hypersomnolence 5.9 5.0e7.0 M 6.5 7.1 e 7.1 e 8.5 e 5.2 e 5.1
F 5.5 15.2 e 5.9 e 3.7 e 2.2 e 3.5

RLS-/LMS 12.5 11.2e13.9 M 12.6 19.0 e 13.6 e 14.0 e 12.8 e 8.9
F 12.4 15.2 e 8.8 e 8.7 e 12.1 e 17.3

SBD 7.1 6.1e8.3 M 8.8 9.6 e 7.1 e 11.5 e 9.0 e 7.2
F 5.6 6.7 e 3.4 e 6.2 e 4.8 e 6.7
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associated with regular day-work (vs non-work and shift-work),
partnership, higher education level, and advancing age.

3.3.1. Gender and age
Overall, GSD prevalence appeared significantly higher for fe-

males (PR 34.8%, 95%CI: 32.1e37.7) than for males (PR 29.1%, 95%CI:
26.4e32.0) (c2 ¼ 7.73, df¼ 1, p < 0.01). Most notably, the categories
of adolescents and seniors stand out. As shown in Fig. 3 (and
Table 4, GSD prevalence among female adolescents (52.7%, 95%CI
45.1e60.2) was significantly higher than among their male peers
(31.3%, 95%CI 22.4e41.9) (z-test with Bonferroni correction
p < 0.05). For the senior category, the gender difference tended to
significance (p < 0.10). The marked GSD prevalence for female ad-
olescents (and seniors) appeared to be a major factor underlying
the significant overall impact of age (c2 ¼ 26.78, df ¼ 4, p < 0.001).

Potential daytime correlates of the occurrence of GSD were
evaluated by applying ANOVA's with Gender and Age as main
factors and fatigue and daytime malfunctioning as dependent
variables. For both variables, gender (fatigue: F (1,2373) ¼ 52.67,
p < 0.001; malfunctioning: F (1,2373) ¼ 13.32, p < 0.001) as well as
age (fatigue: F (4,2373) ¼ 18.19, p < 0.001; malfunctioning: F
(4,2373) ¼ 13.70, p < 0.001) were statistically significant, whereas
Gender � Age interactions were not (cf. Fig. 4).

These results corroborate and extend earlier reports of higher
prevalence rates of sleep disturbances and daytime malfunctioning
in female adolescents compared to their male peers [45]. In a
sample of 1713 Swedish school students (16e18 years), Danielsson
and colleagues [46] investigated longitudinally, from 2006 to 2008,
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Fig. 4. Mean ratings (5-point rating scale) with standard errors for the HSDQ item
‘During the day, I suffer from fatigue’.
whether catastrophic worry mediated the relationship between
adolescent sleep disturbances and depressive symptoms. Their
results revealed that 1. Girls reported more sleep disturbances,
depressive symptoms, and catastrophic worry relative to boys, 2.
Adolescents experiencing sleep disturbance tended to report con-
current catastrophic worry and depressive symptoms one year
later, and 3. Catastrophic worry was a mediator of this relationship.
In an impressively large group of Finnish adolescents, Kronholm
and co-authors [44] investigated long-term (from 1984 to 2011)
trends in insomnia symptoms, fatigue and school performance.
Results showed that insomnia symptoms and fatigue were associ-
ated with lower school performance and were more prevalent
among girls (11.9 and 18.4%) compared to boys (6.9 and 9.0%,
respectively) (cf. [47e49]).

The present result of maximal levels of fatigue in adolescent/
early adulthood females fits in with the results of studies of chronic
fatigue and chronic fatigue syndrome. In a nationally representa-
tive survey of 10,123 adolescents, Lamers and co-authors [50]
showed that the prevalence of extreme fatigue e together with at
least one associated symptom (pains, dizziness, headache, sleep
disturbance, inability to relax, irritability) that did not resolve by
resting or relaxing and lasting at least three months e was mark-
edly higher in adolescent girls, with a girl-to-boy ratio of 3.0:1 for
extreme fatigue only, and 4.3:1 for extreme fatigue with comorbid
depression or anxiety, and was even higher in older adolescents. In
a sample of 3467 adolescents (1718 boys and 1749 girls), ter Wol-
beek and colleagues [51] observed that 9.6% of the girls and 2.3% of
the boys felt severely fatigued for at least three months. In addition,
multiple regression analysis with 21 lifestyle characteristics as
predictor variables revealed that only sleep characteristics and the
participation in sports played a role in predicting fatigue. In a
follow-up study in 633 females, ter Wolbeek et al. [52] focused on
the course of fatigue and its predictors during the transition from
adolescence to young adulthood. The authors showed that shorter
nighttime sleep was related to a rise in fatigue severity, depressive
symptoms, anxiety, and symptoms of chronic fatigue syndrome.

3.3.2. Sleep timing and chronotype
Sleep timing c.q. weekday sleep onset time, showed a signifi-

cant, U-shaped relationship with GSD prevalence (c2 ¼ 70.12,
df ¼ 4, p < 0.001), as illustrated in Fig. 5A. Apparently, the lowest
prevalence of a general sleep disturbance (24.4%) is associated with
a sleep onset period from 11:00 p.m. until midnight, whereas both
the earliest (before 22:00) and the latest (after 01:00) sleep onset
periods were associated with the highest prevalence rates (45.7%
and 54.6%, respectively).
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In order to estimate if chronotype could have impacted this
result, an ANCOVA was run on the GSD score, with weekday sleep
onset time as main factor and chronotype score as covariate. Even
after this correction for the impact of chronotype, the significance
of the U-shaped association was maintained, as evidenced by a
quadratic trend (F (5,2038) ¼ 30.33, p < 0.001). A similar ANCOVA,
this time with chronotype as main factor and weekday sleep onset
as covariate, confirmed the impact of chronotype, apart from the
impact of sleep timing (F (4,2038) ¼ 12.34, p < 0.001; with signif-
icant linear trend). Thus, it appeared that the U-shaped relationship
between sleep timing and GSD prevalence is not dependent on the
linear increase of GSD prevalence across the trajectory from
extreme morningness (with a GSD prevalence of 21.5%, 95%CI:
15.6e28.9) towards extreme eveningness propensity (with a GSD
prevalence of 44.2%, 95%CI: 37.7e50.9) (c2 ¼ 45.15, df ¼ 4,
p < 0.001).
3.3.3. Insufficient sleep
As shown in Table 4, insufficient sleep was highly prevalent and

significantly different between males and females (c2 ¼ 39.54,
df ¼ 4, p < 0.001) as well as between age categories for females
(c2 ¼ 21.24, df ¼ 4, p < 0.001) and males (c2 ¼ 36.29, df ¼ 4,
p < 0.001). Insufficient sleep was also associated with GSD preva-
lence, i.e. 45.6% (95%CI: 42.4e48.8) of the insufficient sleepers met
the criterion of a general sleep disturbance.
3.3.4. Sleep duration and daytime functioning
Fig. 5B shows another U-shaped relationship, this time between

sleep duration and GSD prevalence. Sleep durations less than 5 h
were associated with a GSD prevalence of 80%, whereas sleep du-
rations of seven to 8 hwere associatedwith prevalence rates of 25%,
and sleep durations of more than 8 h with a prevalence of 39.1%.
The potential impact of a general sleep disturbance is suggested
by substantial correlations between the GSD score and daytime
dysfunctioning as well as daytime fatigue (Pearson: 0.73 and 0.62,
respectively; both N ¼ 2089, p < 0.001).

3.3.5. Partner, work and education
Partnership appeared to ‘protect’ somewhat against a general

sleep disturbance. Among individuals with a steady partner, GSD
prevalence was 29.0% (95%CI: 26.8e31.4), whereas for singles a
prevalence of 40.3% (95%CI: 36.4e44.4) was observed (c2 24.31,
df ¼ 1, p < 0.001).

Working in regular day-work vs shiftwork and non-work
entailed a lower risk: the GSD prevalence for day-workers was
25.2% (95%CI: 22.7e27.9) versus 38.7% (95%CI: 33.5e44.2) for shift-
workers and 39.8% (95%CI: 36.2e43.5) for non-workers (c2 28.54,
df ¼ 1, p < 0.001).

Level of education was inversely related to GSD prevalence (c2

28.41, df ¼ 7, p < 0.001): the highest level of education was asso-
ciated with the lowest prevalence (PR 21.8%, 95%CI: 16.7e28.0),
whereas the lowest level of education combined with the highest
GSD prevalence (PR 38.4%, 95%CI: 31.9e45.3).

3.3.6. Hypnotics
Overall, 12.3% (95%CI 11.0e13.8) of all individuals reported the

use of some means to facilitate their sleep: occasionally (6.5%),
regularly (2.1%) or daily (3.7%). About half of them (6.5% of the total
sample, 95%CI 5.5e7.7; females 4.1%, males 2.4%) used hypnotics on
prescription, about a quarter (3.5% of the total sample, 95%CI
2.8e4.4) reported the use of melatonin, and the remainder speci-
fied alternatives such as homeopathic remedies, alcohol, or
relaxation.

Of note, about one-third of the hypnotic-users (33.8%) did not
meet the GSD criterion.

3.3.7. Conclusion
The overall point prevalence of a general sleep disturbance in

the Netherlands is 32.1%. Relatively high levels of insufficient sleep
and eveningness propensity were identified as significant risk
factors, whereas regular day-work was identified as main ‘protec-
tive’ factor. GSD prevalence rates showed U-shaped relationships
with sleep onset time and sleep duration, with respectively the
22:00e24:00 period and seven to 8 h as optimal associates. A GSD
prevalence of 52.7% was observed for adolescent females, consid-
erably larger than the 31% for their male peers. In the same vein,
adolescent females scored higher ratings for daytime fatigue and
malfunctioning.

3.4. Specific sleep disorders

Table 4 presents the observed prevalence rates of GSD, insuffi-
cient sleep, and the six specific HSDQ-based sleep disorder di-
agnoses. Note that the sum of the prevalence rates of the six specific
diagnoses (45.1%), exceeds the prevalence rate of GSD. This follows
from the considerable comorbidity of specific disorders, as speci-
fied in Section 3.4.7.

3.4.1. Insomnia
The insomnia diagnosis, including complaints about poor sleep

quality, daytime fatigue, malfunctioning and worries about health
consequences (cf. Table 1), reached an overall prevalence of 8.2%
(95%CI 7.0e9.4), and was significantly higher in females (PR 9.5%,
95%CI: 7.9e11.4) than in males (PR 6.8%, 95%CI: 5.3e8.4) (c2 ¼ 5.54,
df ¼ 1, p < 0.05). Studies that, like the present study, applied the
strict diagnostic criteria from the ICSD-2 or DSM-IV have reported
similar prevalence rates, viz in the range 6%e10% (eg, [53,54]).
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Overall, there appears to be an inverse relationship between the
observed prevalence rate of insomnia and the level of stringency of
the inclusion criteria applied [55,56]. Similar relationships apply to
other sleep disorders, eg, OSA with vs without the symptom of
daytime sleepiness (cf. Section 3.4.6).

The gender effect in the present data is also consistent with
previous research [45]. Logistic regression analysis (cf. Table 3)
showed that higher odds of insomniawere significantly (p < 0.05 or
smaller) associated with insufficient sleep and late sleep onset,
whereas lower odds were associated with fixed day-work.

In regards to sleep timing, insomniacs fell asleep significantly
later than the group without a sleep disturbance (‘GSD-negatives’)
(F (1,1581) ¼ 52.69, p < 0.001), with mean values of 23:35 vs 23:00,
respectively. Sleep itself was significantly shorter for the in-
somniacs than for the GSD-negatives (F (1,1782) ¼ 187.93,
p < 0.001), on average 5.98 vs 7.10 h. Moreover, 79.5% of the in-
somniacs vs 34.6% of the GSD-negatives had insufficient sleep (c2

128.81, df ¼ 1, p < 0.001).
Reports about daytime fatigue and malfunctioning confirmed

that insomniacs vs GSD-negatives obtained significantly higher
scores (F (1,1819) ¼ 668.01, p < 0.001 and F (1,1819) ¼ 1803.36,
p < 0.001, respectively).

3.4.2. Circadian rhythm sleep disorder
The CRSD cluster is characterized by symptoms of insomnia and

sleepiness, resulting from a mismatch between the desired timing
of sleep and the circadian rhythm in sleep propensity (cf. Table 1).
In determining the prevalence of CRSD, it is necessary to distin-
guish the various types of CRSD, as they may differ widely in their
ontogeny, symptomatology and specificity. Types of CRSD have
been classified as extrinsic (shift-work and jetlag disorders) versus
intrinsic, i.e. a dysfunction of the circadian clock or its afferent and
efferent pathways (delayed sleep phase, advanced sleep phase,
irregular sleep-wake rhythm, and non-24-hour, so-called free-
running disorders). Prevalence rates reported for these types of
CRSD (e.g. [57] range from less than 1% for advanced and delayed
sleep phase disorder to 10% for shift-work disorder [58].

For the present study, the overall prevalence of CRSD was esti-
mated at 5.3% (95%CI: 4.4 e 6.3) (cf. Table 4). Logistic regression
analysis revealed that higher odds of CRSD were significantly
associated with insufficient sleep, shift-working, later sleep onset
time and stronger eveningness propensity (cf. Table 3). Sleep onset
time was significantly later for the CRSD-positives than for the
GSD-negative group (mean values 24:01 vs 23:00) (F(1,1509) ¼
96.03, p < 0.001), while mean sleep durationwasmore than 1 h less
for the CRSD-positives vs the GSD-negatives (mean values 6.00 vs
7.10 hours; F(1,1705) ¼ 115.12, p < 0.001). Also, 73.6% of the CRSD-
positives vs 34.6¼ of the GSD-negatives met the criterion of
insufficient sleep (X2 66.33, df ¼ 1, p < 0.001). With respect to re-
ports about daytime fatigue and daytime malfunctioning, CRSD-
positives obtained significantly higher scores than the GSD-nega-
tives (F(1,1749) ¼ 319.39, p < 0.001 and F(1,1749) ¼ 887.36, p <
0.001, respectively).

3.4.3. Parasomnia
The present study estimates the prevalence of NREM-related

arousal disorders, including sleep terrors, nightmares, sleepwalking
and confusional arousals, at 6.1% (95%CI: 5.2e7.2) (cf. Table 4). A
telephone survey of nearly 5000 adults found a prevalence of 2.2% for
night terrors, 2.0% for sleepwalking, and 4.2% for confusional arousals
[59]. Several reports of the prevalence of nightmares in the general
population showed percentages ranging between 3% and 8% [60],
with prevalence estimates varying with the specific criteria used.

Logistic regression analysis showed that higher odds of para-
somnia were significantly associated with insufficient sleep and
children at home, whereas lower odds were associated with fixed
day-work and advancing age (cf. Table 3).

For the parasomniacs mean sleep duration was significantly
shorter than for the GSD-negatives (6.48 vs 7.10 h) (F
(1,1722)¼ 42.53, p < 0.001), and the prevalence of insufficient sleep
was higher for the parasomniacs than for the GSD-negatives (51.6%
vs 34.6%; c2 66.33, df ¼ 1, p < 0.001). Sleep onset times did not
differ between the two groups.

Parasomniacs vs GSD-negatives obtained significantly higher
scores for both fatigue (F (1,1763) ¼ 186.31, p < 0.001) and daytime
malfunctioning (F (1,1763) ¼ 610.75, p < 0.001).

3.4.4. Hypersomnolence
Hypersomnolence, respectively excessive daytime sleepiness, is

the key manifestation of a group of disorders including narcolepsy
and various forms of hypersomnia, is common with obstructive
sleep apnea and is also associated with a wide range of diseases,
including psychiatric and neurological disorders, pulmonary and
cardiac conditions [61]. Swanson and colleagues [62] estimated the
prevalence of hypersomnolence at 18% and Walsleben and col-
leagues [63] reported a prevalence of as much as 23.9%, both using
the Epworth Sleepiness Scale (ESS) score� 10 as cutoff. Referring to
the findings from a 1997 Gallup Poll, the latter authors pointed out
that 6% of the respondents reached an ESS score of �15, clearly in
the pathologic range. This prevalence rate fits in well with present
study's prevalence of 5.9% (95%CI: 5.0e7.0) (cf. Table 4).

Logistic regression analysis showed that lower odds were
significantly associated with fixed day-work, male gender, later
sleep onset, and advancing age (cf. Table 3).

Sleep duration of hypersomnolence-positives was shorter as
compared with GSD-negatives (mean values 6.80 vs 7:10 h; F
(1,1729) ¼ 9.96, p < 0.01). Also, the prevalence of insufficient sleep
was higher for hypersomnolence-positives vs GSD-negatives (52.0%
vs 34.6%) (c2 14.88, df ¼ 1, p < 0.001). Sleep onset times did not
differ between the two groups.

Compared with the GSD-negatives, hypersomnolence-positives
reported significantly higher levels of daytime fatigue and daytime
malfunctioning (F (1,1765) ¼ 284.25, p < 0.001 and F
(1,1765) ¼ 632.35, p < 0.001, respectively).

3.4.5. Restless legs syndrome e limb movements during sleep
The HSDQ includes the diagnostic criteria for RLS as formulated

by the ICSD-2 as well as by the RLS diagnosis and epidemiology
workshop at NIH [64]. In addition, two more items describing limb
movements occurring during sleep (LMS, without information on
the periodicity of the movements) loaded on the RLS-LMS factor of
the HSDQ. These items were included in an attempt to capture
some of the symptoms of periodic leg movements during sleep
(PLMS), commonly observed in at least 80% of RLS cases but not
specific to RLS [65,66]. Moreover, the presence of PLMS is consid-
ered supportive of the diagnosis of RLS [64].

The prevalence of RLS-LMS in the present study was 12.5% (95%
CI: 11.2e13.9; cf. Table 4), viz (above) the upper limit of the RLS
prevalence rates reported by most studies [11,64,67,68].

Hypothetically, adding the LMS-items very likely has expanded
the RLS diagnosis, and thus contributed to the high RLS-LMS
prevalence. It cannot be excluded that high LMS-ratings might
have been given by individuals experiencing normal sleep-related
motor behavior, such as hypnic jerks/sleep starts or leg cramps [69].

Logistic regression analysis showed that higher odds of RLS-LMS
were significantly associated with insufficient sleep and later sleep
onset, whereas lower odds were associated with fixed day-work
and higher education level (cf. Table 3).

Sleep onset was significantly later for the RLS-LMS cases than for
the GSD-negatives (respective mean values 23:20 vs 23:00) (F
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(1,1659) ¼ 22.46, p < 0.001). Sleep duration for RLS-LMS cases was
shorter than for the GSD-negatives (mean values 6.40 vs 7.10 h, F
(1,1878) ¼ 101.38, p < 0.001). Moreover, insufficient sleep was
observed in 64.4% of the RLS-LMS cases, nearly double the per-
centage for the GSD-negatives (34.6%) (c2 81.77, df ¼ 1, p < 0.001).
Also, RLS-LMS cases obtained higher scores for daytime fatigue (F
(1,1921) ¼ 369.54, p < 0.001) and daytime malfunctioning (F
(1,1921) ¼ 839.99, p < 0.001).

3.4.6. Sleep related breathing disorders
Difficulty or cessation of breathing during sleep can occur due to

obstruction of the upper airway (obstructive sleep apnea, OSA), loss
of ventilatory effort (central sleep apnea), or a combination. Patients
with predominantly central sleep apnea constitute about 4% of the
apneic individuals diagnosed in a sleep disorders center [70,71].
Thus, the large majority of apneic individuals can be expected to
suffer from OSA. General population-based studies found that the
prevalence of OSA (defined as� 5 apneas/h, and a report of daytime
sleepiness) ranged from 3 to 8% in adult men and from 2% to 3% in
adult women. If daytime sleepiness was omitted from the inclusion
criteria (as in the current study), much higher prevalence rateswere
observed, ranging from 8 to 28% in adult men and 3%e26% in adult
women [72]. The present results showed a SBD prevalence of 7.1%
(95%CI: 6.1e8.3), 8.8% in men and 5.6% in women (cf. Table 4).

Logistic regression analysis showed that higher odds of SBD
were significantly associated with insufficient sleep, whereas lower
odds were significantly associated with female gender, fixed day-
work, and higher education level (cf. Table 3).

Sleep onset was significantly but moderately later for the SBD-
positives than for the GSD-negative group (respective mean
values 23:11 vs 23:00) (F (1,1563) ¼ 4.38, p < 0.05). Sleep was
shorter for SBD-positives than for GSD-negatives (mean values 6.37
vs 7.10 h, F (1,1760)¼ 73.75, p < 0.001). Moreover, 58.8% of the SBD-
positives vs 34.6% of the GSD-negatives fulfilled the criterion of
insufficient sleep (c2 33.59, df ¼ 1, p < 0.001).

Scores for daytime fatigue [F (1,1798) ¼ 282.29, p < 0.001] and
daytime malfunctioning [F (1,1798) ¼ 630.31, p < 0.001] were
significantly higher for the SBD-positives than for the GSD-
negatives, confirming the daytime impact of SBD.

3.4.7. Comorbidity
10.3% of the total population sample met the criterion for one

specific sleep disorder, and 12.2% was diagnosed with two or more
comorbid sleep disorders. An additional 9.6% of the population
sample met the criterion for a general sleep disturbance in the
absence of a specific sleep disorder. Among thosewith comorbidity,
the frequencies of the specific sleep disorders involved were: RLS-
LMS (68.2%), Insomnia (53.4%), SBD (47.4%), Parasomnia (41.5%),
CRSD (38.8%), and Hypersomnia (36.2%).

Logistic regression analysis showed that higher odds of comor-
bidity were significantly associated with insufficient sleep (OR 3.06,
95%CI: 2.24e4.19) and higher eveningness propensity, whereas
lower odds were associated with fixed day-work, higher education
level, and advanced age (cf. Table 3). ANOVAs with number of co-
morbid sleep disorders as main factor, revealed a negative linear
relationshipwith sleep duration (F (6,2310)¼ 23.43, p < 0.001), and
underscored the severity of comorbidity by showing positive linear
relationships with the amount of sleep deficit (F (6,2310) ¼ 43.13,
p < 0.001) as well as fatigue (F (6,2376) ¼ 102.93, p < 0.001) and
daytime malfunctioning (F (6,2376) ¼ 206.06, p < 0.001).

3.4.8. Conclusion
The prevalence of specific sleep disorder diagnoses ranged from

5.3% to 12.5% and varied substantially across age categories. On
average, females reached the highest prevalence at a young age
(18e24 y), whereas males reached maximal prevalence rates in
their middle age (35e44 y). Insufficient sleep, short sleep, daytime
fatigue and malfunctioning distinguished all specific sleep disor-
ders from the cases without any specific sleep disorder. Regular
day-work (vs shift-work and non-work) proved the major, most
consistent ‘protective’ factor. Comorbidity, ie, meeting the diag-
nostic criteria for two or more specific sleep disorders, was quite
common and was observed in 12.2% of the population sample.

4. General conclusion

The point prevalence of a general sleep disturbance in a repre-
sentative sample of the population of The Netherlands was calcu-
lated as 32.1%, while the prevalence rates of the six major specific
sleep disorders varied between 5.3% and 12.5%. Insufficient sleep
and, secondly, eveningness propensity/late sleep onset were
identified as major risk factors, whereas regular day-work was
identified as main ‘protective’ factor. The gender-related difference
in the prevalence of a general sleep disturbance was largest in
adolescence, where females reached a worryingly high prevalence
rate of 52.7% (vs 31.3% for males). Similar gender differences were
observed for the adolescence prevalence data for insomnia, circa-
dian sleep-wake disorders, parasomnia and hypersomnolence, viz
sleep disorders for which a strong association with daytime func-
tioning was observed. Adolescence was shown to be a period of
relatively late sleep timing, associated with eveningness pro-
pensity, irregular sleep-wake timing (including a relatively large
weekend shift), relatively high sleep need and short sleep duration.
Both sleep duration and sleep need reached higher levels in females
than in males, and tended to decrease with advancing age. Yet, the
difference between these two sleep variables (ie, insufficient sleep),
was larger for females than for males, was maximal during midlife
and was associated with daytime fatigue and dysfunction. Overall,
sleep timing as well as sleep duration showed U-shaped relation-
ships with the prevalence of a general sleep disturbance.
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